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ABSTRACT

In this paper, we explore using Parsons problems to scaffold novice
programmers who are struggling while solving write-code prob-
lems. Parsons problems, in which students put mixed-up code
blocks in order, can be created quickly and already serve thousands
of students while other types of programming support methods
are expensive to develop or do not scale. We conducted two stud-
ies in which novices were given equivalent Parsons problems as
optional scaffolding while solving write-code problems. We inves-
tigated when, why, and how students used the Parsons problems
as well as their perceptions of the benefits and challenges. A think-
aloud observational study with 11 undergraduate students showed
that students utilized the Parsons problem before writing a solu-
tion to get ideas about where to start; during writing a solution
when they were stuck; and after writing a solution to debug errors
and look for better strategies. Semi-structured interviews with the
same 11 undergraduate students provided evidence that using Par-
sons problems to scaffold write-code problems helped students to
reduce the difficulty, reduce the problem completion time, learn
problem-solving strategies, and refine their programming knowl-
edge. However, some students found them less useful if the Parsons
solution did not match their approach or if they did not understand
the solution. We then conducted a between-subjects classroom
study with 81 undergraduate students to investigate the effects on
learning. We found that students who received Parsons problems
as scaffolding during write-code problems spent significantly less
time solving those problems. However, there was no significant
learning gain in either condition from pretest to posttest. We also
discuss the design implications of our findings.
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1 INTRODUCTION

One of the primary goals for introductory programming classes is
to develop skill in writing code [42, 80, 81]. However, a growing
number of studies suggest that writing code can be prohibitively
challenging [63] for novice programmers for various reasons, such
as the gap between theoretical concepts and practice [65] and high
cognitive load [73]. Students spend many frustrating hours trying
to figure out why their program fails to compile or does not produce
the expected output [6]. Such frustration is one reason for the high
drop-out and failure rates in introductory programming courses
[77].

To tackle this issue, prior work has investigated different scaf-
folding approaches to assist students. The term "scaffolding" is used
to describe the assistance given to students so that they can com-
plete a task that is otherwise out of reach [16]. When learning a
subject matter, one-on-one tutoring has been found to be more
effective than typical classroom instruction with just one instructor
[9]. However, it would be too costly to provide one-on-one tutor-
ing in undergraduate programming courses due to their huge size
[27]. Computer-based scaffolding techniques could be scaled to
reach thousands of students [56]. One notable approach is timely
and personalized programming hints from intelligent tutoring sys-
tems (ITS) [57]. Nevertheless, ITS have not been widely adopted in
higher education due to the time and cost of developing such sys-
tems [3, 37]. To reduce the cost, ITS researchers have explored using
data-driven technologies to generate hints automatically [59, 62].
Despite previous research demonstrating the possibility of employ-
ing these automated hints to aid students when solving write-code
problems [32], there are still several barriers to scaling the use of
those techniques. First, the quality of automatically generated hints
varies significantly, and low-quality hints might prevent students
from seeking help [57]. Also, existing systems provide help based on
the student’s current code, which may not be sufficient for novices
who have difficulty determining how to begin and therefore require
more comprehensive help [46, 63]. In addition, hints generated by
one system are hard to implement or transfer to other systems [32].
As a result, there is still a need for a more scalable, low-cost, easy-
to-implement, and high-quality solution that will allow students of
various levels to succeed on write-code problems.

Parsons problems, an increasingly popular programming exer-
cise that requires students to place mixed-up code blocks in the
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Finish the function below to return True if there are at least two items in the list nums that are
adjacent and both equal to 2, otherwise retum False. For example, return True for [1, 2, 2] since
there are two adjacent items equal to 2 (at index 1 and 2) and False for [2, 1, 2] since the 2's are
not adjacent.

m 3/20/2022, 12:08:52 AM - 9 of 8 Share Code
def has2z({nums):
for i in range(len(nums)-1):
if nums[{i] == 2 and nums[i-1] == 2:
return True
return False
Result| Actual Value | Expected Value Notes
Fail False True has22([1, 2, 2])
Pass False False has22((1, 2,1, 2]
Fall True False has22([2, 1, 2])
Pass True True has22([2, 2, 1])
Pass False False has22([3, 4, 2]}
Pass False False has22([2])
Pass False False has22(]))

You passed: 71.42857142857143% of the tests

Figure 1: Screenshot of a write-code problem with unit test
results

correct order [53], could potentially scaffold novices who are strug-
gling while writing code from scratch. Although Parsons problems
have been used as practice and summative assessment questions
[19], to our knowledge, no prior studies have investigated the use
of Parsons problems to scaffold write-code problems. Neverthe-
less, learners could benefit from Parsons problems in a variety of
ways. For instance, Parsons problems can decrease the required
cognitive load by constraining the problem space and providing pre-
written code pieces yet still exercise students’ higher-level thinking
skills [30]. Also, compared to worked examples that provide pas-
sive guidelines and do not promote active learning [15], Parsons
problems allow more interactivity and most students find them
engaging [19, 53]. These results indicate that Parsons problems
have the potential to provide effective scaffolding for write-code
problems.

This research examined the impact of using Parsons problems
to scaffold students while they solve write-code problems. We con-
ducted our studies in Runestone, a free e-book platform. In Runestone,
students can write and execute code and receive immediate feed-
back from unit test results and error messages (Figure 1). Our studies
added an equivalent optional Parsons problem to each write-code
problem. Students could display and solve the equivalent Parsons
problem in a preview window (Figure 2), but were still required to
solve the write-code problem. Students could not copy and paste the
Parsons problem solution to the write-code problem, they had to at
least retype the solution. Our research questions were as follows.

e RQ1: When, why, and how do students use Parsons problems
to scaffold write-code problems?

e RQ2: What are the perceived benefits and challenges to using
Parsons problems to scaffold write-code problems?

e RQ3: What is the effect of using Parsons problems as scaf-
folding to write-code problems on learning?
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Figure 2: Screenshot of using a Parsons problem to scaffold a
write-code problem

2 RELATED WORK

2.1 Parsons problems

In the original Parsons problems, Parsons and Haden provided
students with a problem description and a set of drag-and-drop
code fragments [53]. Each code fragment was made up of one or
more lines, and some of the fragments contained incorrect code,
also called distractors. To complete a problem, students chose the
correct code fragments and arranged them in the correct order.
They reported that most (82%) of students thought this type of
problem was useful for learning [53].

Subsequent research has produced a range of Parsons problem
varieties that differ by dimension, how to fill in the code line, dis-
tractor and feedback. For instance, in one-dimensional Parsons
problems [53], code blocks must be organized in the right vertical
sequence, while in two-dimensional Parsons problems, the blocks
must additionally be appropriately indented horizontally [34]. In
terms of filling in the code line, Thantola et al. introduced MobilePar-
sons, a mobile phone-based 2D Parsons problem that allows users
to choose a piece of code from a list of options to complete the
code [33]. Later, Weinman et al. invented faded Parsons problems,
and in this variation, students must use valid expressions to fill in
blanks in code lines and rearrange them to create a proper program
[79]. Distractors can also be added to make the problems more chal-
lenging [18, 28, 53]. Distractor blocks typically include syntactic
or semantic flaws. There are two types of display for distractor
blocks: paired distractors, which are displayed adjacent to the cor-
rect blocks, and unpaired distractors, which are randomly mixed in
with the correct blocks. Previous research has demonstrated that
visually matched distractors make Parsons problems easier to solve
than unpaired distractors [18]. Parsons problems provide immedi-
ate feedback in one of two ways. Block-based feedback highlights
the blocks that need to be relocated or replaced [23, 53], while
execution-based feedback [79] displays the results from executing
the code, which often includes unit test results. In this research,
we used two-dimensional Parsons problems with paired distractors
(A1 in Figure 4) and block-based feedback (Figure 3).

Parsons problems have been explored for both practice [21, 25,
53] and summative assessment [13, 18, 19]. Ericson et al. found that
more students attempted to solve practice Parsons problems than
nearby multiple-choice questions in an interactive ebook [23]. Most
of the students solved the Parsons problems in one or two attempts
but some students took an unexpectedly large number of attempts
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Create the function, filter_stringsistr_list}  below to take a list of strings, str_list , and retum
& new list with all the st @ order that have a length greater than 3. For
example, filter ould retumn ["'said"] and

filter_strings(["It", should return ["dark”, “night"]_

Drag from here Drop blocks here
def filter_strings(str_list):
new_list = []
for ward in str_list:
i |if lenfword) = 3:
> | new_list.append(word) 2
return new List

This block s not indented correctly. Either indent it mote by cragging It right or reduce the indention
by dragging it left.

Figure 3: Screenshot of block-based feedback in a Parsons
problem

to solve them and some gave up and never solved them [23]. Eric-
son et al. also provided evidence that students could solve Parsons
problems significantly faster than either the equivalent write-code
or fix-code problems with similar learning gains from pretest to
posttest [22, 24]. Zhi et al. found that solving blocks-based Parsons
problems improved learning efficiency on lab assignments without
reducing performance on subsequent homework or programming
assignments [83]. Morrison et al. also reported that Parsons prob-
lems were more sensitive than write-code problems for assessing
students’ learning gains [50]. While prior studies have explored Par-
sons problems as a type of practice or exam question, no previous
research has looked into Parsons problems as a type of scaffolding
for write-code problems.

Researchers have also explored changing the difficulty of a Par-
sons problem based on student performance to maximize learning
and reduce frustration. Kumar uses student performance on a previ-
ous Parsons problem to select the next Parsons problem from a pool
of possible Parsons problems [43]. Ericson et al. uses two types of
adaptation for Parsons problems: intra-problem and inter-problem
adaptation [21]. Intra-problem adaptation reduces the difficulty of
the current Parsons problem, and inter-problem adaptation affects
the difficulty of the next problem based on students’ performance
on the current problem [22]. Ericson et al. found that learners were
nearly twice as likely to correctly solve adaptive Parsons problems
than non-adaptive Parsons problems [21]. We used intra-problem
adaptation in this research (A2 in Figure 4).

2.2 Scaffolding Write-Code Problems

The term "scaffolding" was coined by Bruner and colleagues to
describe the process of providing support structures that enable
students to learn a subject or skill that is beyond their ability [10].
Vygotsky and Cole argued that learning happens when the learner
is given a task that is just beyond their ability to accomplish with-
out assistance [76]. Appropriate scaffolding will equip learners
with sufficient knowledge and skills to perform the task indepen-
dently. In traditional educational settings, scaffolding usually comes
from a human tutor, such as a teacher or advanced peer. For exam-
ple, Bloom demonstrated that one-on-one human tutoring helps
students improve their learning by two standard deviations over
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typical classroom instruction with a single teacher for 30 students
[9]. However, in courses with a high student-to-teacher ratio, like
many intro-level CS courses, this type of support would be too
costly [12]. Pair programming, an example of peer-facilitated scaf-
folding, has also been proven to be beneficial [48]. Nevertheless,
working with pairs is not convenient for out-of-class assignments,
and disengagement is likely to arise due to social pressure from
peers, unwelcome interruptions, and time pressure [55].

Therefore, researchers have investigated computer-assisted scaf-
folding techniques to support code development to address these
issues. As Hmelo and Guzdial mentioned, software-enabled scaf-
folding can provide the assistance required for students to succeed
at learning-by-doing tasks [31]. One line of research focuses on
using intelligent tutoring systems (ITS) to provide formative elabo-
rated feedback and hints [61]. In traditional ITS, authors need to
spend a long time modeling the domain knowledge and tagging
possible states with hint messages. This method, however, does
not work for more open-ended and unstructured problem-solving
environments, such as writing code [61]. Therefore, recent hint
generation techniques have tried to use past student code submis-
sion data to generate next-step hints automatically [36, 45]. For
example, Rivers built ITAP, which employed a three-stage process
to generate next-step hints for student code submissions [61]. Her
initial analysis found that students with hints spent less time prac-
ticing but achieved the same learning outcomes. Nevertheless, the
inconsistency in the quality of the automated hints is still a problem,
affecting students’ trust in these systems and future help-seeking
behaviors [57]. Furthermore, automated hints rarely contain com-
prehensive guidance, such as examples, that might be leveraged to
overcome the "design barriers" experienced by beginner program-
mers [38]. As a result, by using low-level hints before starting to
program a task, some novices experienced inefficient help-seeking
outcomes [46].

Therefore, we investigated a more comprehensive scaffolding
method by providing the equivalent adaptive Parsons problem for
a write-code problem. We hypothesized that Parsons problems
would be useful in scaffolding students who are having difficulty
writing code from scratch because Parsons problems let students
apply problem-solving skills while limiting irrelevant cognitive
load [18, 71] and keep students engaged in learning [19, 53]. We
next discuss cognitive load theory and how Parsons problems may
reduce the cognitive load required for learning.

2.3 Cognitive load theory

According to cognitive load theory, the human cognitive architec-
ture is made up of numerous memory stores, including a restricted
working memory and an unlimited long-term memory [64]. Work-
ing memory is limited in terms of capacity and duration, especially
when processing new information. Cognitive load refers to the
working memory resources necessary when learning new informa-
tion [69]. The original cognitive load theory distinguished three
types of cognitive load: intrinsic, extraneous, and germane cogni-
tive load [68]. However, this last category has evolved and gone
through some conceptual adjustments recently [20, 52]. In Sweller’s
updated formulation, germane cognitive load is not an independent
source of cognitive load, and the total cognitive load is determined
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by the total element interactivity generated by intrinsic and extra-
neous cognitive load [67]. Taking another step further, Kalyuga
suggested a new dual intrinsic/extraneous framework and elimi-
nated the concept of germane load as a distinct type of cognitive
load [35].

After this reconceptualization, only intrinsic and extrinsic cog-
nitive load are distinguished as core cognitive load categories [70].
Intrinsic cognitive load relates to the material’s inherent difficulty,
which is mediated by the learner’s prior knowledge [70]. Instruc-
tional strategies like segmenting and pre-training can be applied
to manage intrinsic cognitive load due to over-complex content
[47]. Extraneous cognitive load is determined by how the instruc-
tional information is delivered and what the learner is expected
to perform [70]. Extraneous load can be reduced by dealing with
typical instructional elements that may cause extraneous load, such
as coherence, signaling, and redundancy [11]. Germane processing
refers to the actual working memory resources committed to deal-
ing with intrinsic cognitive load [70], and tends to play a minor
role in the new model [20].

Computer programming is a highly cognitive skill that requires
mastering multiple competencies and is recognized as being in-
herently difficult to learn, making cognitive load theory one of
the most popular theories in computing education research [7].
Previous studies have adopted a wide range of instructional rec-
ommendations provided by cognitive load theory to programming
learning. Among those effects, the usage of examples is extremely
popular in introductory programming courses [7]. Worked exam-
ples demonstrate an expert’s comprehensive solution to a problem,
allowing students to learn how to solve problems before they can
write correct code independently [1]. They are commonly used for
novice learners to reduce the cognitive load [67]. However, one
potential disadvantage is that worked examples have limited inter-
activity and do not actively engage students [70]. To address this
issue, Vieira et al. attempted to combine worked examples with
self-explanation prompts using code comments to attract learners’
attention [75]. Other scholars recommend the use of completion
problems, which provide partial solutions that students need to
finish [72]. Parsons problems are a type of completion problem.

Parsons problems can be suitable scaffolding for write-code prob-
lems since they provide the necessary support for novices when
they start writing code from scratch [30] while requiring students to
pay active attention [15] and provide desirable difficulties compared
to worked examples [70]. Desirable difficulties refer to learning
challenges that, although appearing to present challenges for the
learner and slow down the acquisition process, actually promote
long-term retention and transfer [8]. Compared to worked exam-
ples and step-by-step hints, Parsons problems provide additional
practice opportunities and may create desirable difficulties that
result in more robust learning, as shown in Harms et al. [29].

3 STUDY 1: WITHIN-SUBJECTS
THINK-ALOUD STUDY

The purpose of this study was to answer RQ1 and RQ2. We con-
ducted a think-aloud study as it enabled information extraction
regarding behavior and thoughts during programming problem
completion. We first conducted a pilot think-aloud study with 7
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undergraduate students in summer 2021 on the same six write-code
problems we used in Study 1. Students thought Parsons problems
were beneficial as a type of scaffold for write-code problems in
general. They also provided suggestions on how to improve our
experimental materials. Specifically, some students reported that
having separate variable names for Parsons problems and write-
code problems was confusing; therefore, we adjusted them to be
the same. In addition, some students struggled to solve the Parsons
problems since they were not adaptive, so we modified the prob-
lems to be adaptive (A2 in Figure 4). In fall 2021, we conducted a
formal think-aloud study with 11 undergraduate students at a large
public research university in the northern United States.

3.1 Method

3.1.1  Participants. We recruited participants from an introductory
Python programming course at a public research university during
fall 2021. Students who registered for this course received a recruit-
ment announcement via Slack. Given that we were particularly
interested in understanding the impact of using Parsons problems
to scaffold novice programmers, we required that participants had
less than six months of experience programming in Python. Also,
following the IRB requirements, all of the participants had to be at
least 18 to enroll in the study. Students who met the criteria and
were willing to participate scheduled a one-hour appointment with
the researcher. After finishing the study, each participant received a
$25 Amazon gift card. Eleven participants participated in the study.
Ten (91%) of the 11 participants were aged between 18 to 20, and
one (9%) was 28. Eight (73%) of the 11 participants were female, and
three (27%) were male. All participants had less than six months of
Python coding experience, and for 10 (91%) of 11 participants, this
introductory Python course was the most advanced programming
course they had taken. Only one participant had taken a high-school
CS course in C over two years ago.

stl , below to take a list of strings, str_list, and ratum a
ngth greater than 3. For

and

Create the function, filt

the same order that h
1"1) should return

new list with all the str
example, filter,

filter_str . “night*1) should return

“ nightt

Drag from hera Do blocks here

new_list = []

for ward in mew list:
: {

for ward in str_list:
new_list. append (ward)
return ward_list
return new_list
if leniward) = 3:

if leniward) < 3:

AZ: Help me function

'
E3E=meEn

def filter_strings(str_listi:

Al: Paired Distractor

Figure 4: Screenshot of the Adaptive Parsons problem inter-
face

3.1.2  Procedure. Each think-aloud study was conducted virtually
through Zoom and lasted 60 minutes. The study started after check-
ing participants’ age and obtaining verbal consent to record. During
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the session, participants started with a sample problem with verbal
instructions to make them comfortable with our online environ-
ment (Figure 2). The instruction covered all of the features needed
in later practice and explained the relationship between the write-
code problem and Parsons problem. Participants could play around
with this sample problem and ask questions. Next, we provided a
brief think-aloud training with an example to help participants un-
derstand what they needed to do during the practice. After finishing
the onboarding tasks, we muted ourselves and let the participants
finish the six write-code problems. Each participant had 45 minutes
to complete the six problems, and they were allowed to skip one
or stop at any time. Following the whole think-aloud session, we
conducted a 5-10 minute semi-structured interview to ask about
their experience with using Parsons problems to scaffold write-
code problems (e.g. "Tell me about a time when you tried to use
a Parsons problem to help you solve a write-code problem and
found it helpful/not helpful, and why?") and suggestions for future
improvement (e.g. "What suggestions do you have for improving
the interface?"). At the end of the session, participants filled out a
demographic survey about their gender, age, and ethnicity.

3.1.3  Materials. This think-aloud study used a free and interactive
ebook on Runestone. Since one of the goals of the study was to
gather students’ opinions on Parsons problems as scaffolding, each
participant received six write-code problems with an equivalent
two-dimensional adaptive Parsons problem as optional scaffolding.

Write-code Problems We sourced the write-code problems
from an intermediate Python programming course at the same
public research university. We categorized the problems into three
difficulty levels and chose two problems from each level (easy,
medium, and hard). Our purpose was to make sure that participants
with different skill levels all had a chance to use a Parsons problem
to scaffold a write-code problem.

Parsons problems as scaffolding One recent study found that
a Parsons problem with an unusual solution increased students’
cognitive load [30]. To address this problem, we generated students’
most common solutions by clustering student-written code from
previous semesters using Abstract Syntax Tree software, and then
used the most common student solution to create the equivalent
Parsons problem (Figure 4). We also wondered if it would be better
to use distractors or not in the equivalent Parsons problems. So we
inserted paired distractors into three of the six Parsons problems
(A1 in Figure 4) and placed them interleaved across problems. The
distractor blocks were created by experts based on common syntax
or logic misunderstandings [53]. Two versions (A and B) were
created where the only difference was if A contained distractors
then B did not and vice versa as shown in Table 1. Participants
were randomly assigned to either version. Additionally, a “Help
Me” button was provided at the bottom of each Parsons problem to
assist students who struggled while solving the Parsons problem
(A2 in Figure 4). This button triggered the intra-problem adaptation
which either removed a distractor or combined two blocks into one
if the learner had made at least three attempts to solve the problem
and had more than three blocks left in the solution.
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Table 1: Distractor (D) Locations by Version

Version Distractor (D) Location
A D-NoD-D-NoD-D-NoD
B NoD-D-NoD-D-NoD-D

3.2 Data Analysis

We recorded the screen using Zoom for all of the think-aloud ses-
sions and transcribed the recordings. We analyzed our data using
ATLAS.ti. To answer our research questions, we devised a coding
scheme that focused on when, why, and how students used Parsons
problems, as well as the perceived benefits and challenges. To cre-
ate the coding scheme for the "when" part, we applied a deductive
approach [49] and identified four representative stages of program-
ming development from existing literature: problem understanding,
solution planning, solution implementation, and implemented so-
lution evaluation [17, 44]. For other sub-dimensions, we used an
inductive method to generate the initial coding scheme. Then two
researchers independently coded two transcripts, met to address
any disagreements and refined the coding scheme iteratively. Af-
ter finalizing the coding scheme, two researchers independently
coded four transcripts (36% of the data), and reached an intercoder
reliability score of 0.84 (alpha values > 0.80 are considered reliable
[40, 78]) using Krippendorff’s alpha [41], then one researcher coded
the rest of the transcripts. The full code scheme can be found at
https://bit.ly/3t7YpNo.

Relevant codes were grouped into themes to describe our results
in relation to the research questions. When reporting our findings,
we utilize (explanation) to clarify missing information in student
quotes and [behavior] to indicate student behaviors.

3.3 Findings

3.3.1 When and why do students use Parsons problems to scaffold
write-code problems (RQ1). In this section, we present our findings
on when and why students used Parsons problems to scaffold write-
code problems. We found that they opened the Parsons problem at
three different stages: planning a solution (36%), implementing a
solution (64%), and debugging a solution (91%). The percentages are
based on the number of students who opened the Parsons problem
at least once during that stage. The reasons for employing Parsons
problems ("why") vary according to the stage ("when").

All eleven students (100%) in our study solved at least one Par-
sons problem. Some completed the Parsons problem based on the
block-based feedback [30], while others relied on the intra-problem
adaptation (triggered by clicking "Help Me"). P3 described this pro-
cess as "Then at some point, I was like, I don’t know how to solve
this. So I clicked the Help Me button, and then I got rid of one of them
(Parsons blocks)." In addition, we also noticed some students gamed
the system when solving Parsons problems, where they guessed or
tested various block combinations to find the correct solution. Fol-
lowing Baker et al., gaming means abusing the software to complete
problems without having to learn [4]. We detected it mainly based
on participants’ verbal descriptions during the think-aloud. For ex-
ample, P10 expressed how she got the right solution, "[reorganized
some blocks] ... so I guess I'll check this even though I don’t think it’s
right [clicked the check button and the solution was correct] ... Oh,


https://bit.ly/3t7YpN9

ICER °22, August 7-11, 2022, Lugano and Virtual Event, Switzerland

okay." This behavior might have negatively impacted their learning,
as they did not understand the rationale behind the correct solution.
We will discuss it more in 5.1.

Planning a solution: After reading the problem description,
four students (36%) opened the Parsons problem because they did
not know how to begin. For example, P3 stated, "I don’t know how
to start here, so Parsons thing ... [opened the Parsons problem].” And
P8 was confounded when trying to tackle specific requirements in
the problem description, "I don’t know how to do that adjacent part ...
[opened the Parsons problem].” Students were motivated to use the
Parsons problem to help them plan their initial solution. Given that
Parsons problems are constructed from a correct answer, they can
be a valuable resource to start students on the correct path. Like
P8 mentioned, she opened a Parsons problem once to "check how
many lines to expect ... to get an idea of how long it should be."

Implementing a solution: Seven students (64%) chose to open
the Parsons problem while they were implementing a solution. In
this case, students often had at least a partial solution in mind and
had already written some code. Five (71%) of the 7 students opened
the Parsons problem at this stage because they were stuck. For
instance, P8 wrote some code and said "If this is an even number
[typed some code and then deleted it] ... well let me just go look at
that (Parsons problem). This is ridiculous.” Two (29%) of the 7 students
had difficulty translating the solution into source code using their
existing Python knowledge [44]. For example, after writing 8 lines
of code, and changing line 9 twice, P4 said "Ok ... I am not sure how
to skip this next number so I am gonna look at the Parsons.” Similarly,
P10 explained her solution correctly verbally before writing code,
but paused while writing and said "I don’t know exactly how to do
that. Like, I don’t think you can do ... so I'm just gonna switch to
Parsons just to make sure."

Debugging a solution: After writing a complete solution, ten
students (91%) referred to the Parsons problem to correct their unit
test errors for at least one problem. All ten students switched to
the Parsons problem when they failed to resolve their errors. Some
students already knew where their errors were before opening
the Parsons problem, but could not solve them. For example, P6
changed a number first in the code while saying "Maybe minus 1 ...
let’s try that ... [checked the code but still failed unit tests] ... no", so
she opened the Parsons problem to help her debug. Similarly, P4
diagnosed the errors correctly, but she said "I forgot how to do the
index function so I'm gonna check the Parsons." On the other hand,
some students looked at Parsons problems when they had unit test
errors but did not know why the code was wrong. For instance, P11
said "I don’t know why it’s not working” when only passing 50% of
the unit tests, and opened up the Parsons problem.

3.3.2  How students used Parsons problems to scaffold write-code
problems (RQ1). Recall that even if students solved the Parsons
problem they still had to solve the write-code problem. They could
not just copy and paste the Parsons solution, they had to at least
retype it. This section will focus on how students used the Parsons
problem to help them finish the write-code problem. We wondered
if they would just scan the Parsons problem and not try to solve
it; would they only partially solve the problem until they figured
out what they needed and then finish writing the code; would they
solve the Parsons problem and just retype the Parsons solution
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(replacing their original code); or would they solve the Parsons
problem and use that solution to modify their code.

Scan Parsons Problem: Because Parsons problems already
contain correct code fragments, four students (36%) were able to
gain information by scanning the mixed-up blocks without moving
any of them. For example, P7 opened up the Parsons problem after
diagnosing his syntax error and said "Oh I don’t remember the
method name so check the Parsons code [opened Parsons problem]
... so let’s see ... [found that method in one block] ... so let’s go back

. [changed his code, ran and passed all unit tests].” In another
example, P3 also opened a Parsons problem after getting unit test
errors and caught her syntax mistakes when comparing the mixed-
up blocks with her own code, "Oh my god, I was close [scanned
through all the blocks, and pointed to one block] ... oh the word
(the variable name) ... [closed Parsons window, modified append to
append(word), ran and passed all the unit tests].” In this situation,
students were able to fix their errors by looking over the mixed-
up blocks, thus they didn’t need to attempt to solve the Parsons
problem.

Attempt Parsons Problem: Two students (18%) were able to
debug their errors by only moving a few blocks rather than solving
the entire Parsons problem. The drag-and-drop process allowed
them to gain insight and return to work on the write-code problem.
In particular, P6 opened the Parsons problem twice when planning
a solution, and after dragging several blocks, she got a basic idea of
how to achieve the solution and started to type in the write-code
problem. Similarly, P4 opened the Parsons problem to debug, and
after dragging two blocks, she saw one block and said T used the
wrong function, let’s use module ... [modified code in write-code
problem, checked and passed all the unit tests].”

Solve and replace their code: Six students (55%) deleted their
own code in the write-code problem and retyped the Parsons solu-
tion in several problems. Four students chose to keep the Parsons
problem window open while retyping the code to match the Par-
sons solution. During this process, some students self-explained
the Parsons solution. For example, after getting a Parsons solution,
P8 typed it in the write-code problem and said, "let me copy it ...
What does the minus one do (-1 in range(len(var)-1))?" To answer her
own question, she did some tests in her code such as removing the
number. After receiving an error that said "list index out of range”,
she understood the usage and said, "Oh okay, so maybe that’s why
it was here." Two students wrote the Parsons solution in the write-
code problem after closing the Parsons problem window. Before
exiting the Parsons problem, they both explained to themselves
correctly why the mixed-up blocks were placed together.

Solve and modify their code: While some students replaced
their code with the Parsons solution, we found evidence that other
students chose to apply what they had learned to refine their exist-
ing code. Students tended to use this approach when their primary
goal was to debug their solution. Specifically, five students (45%)
first examined how the Parsons solution achieved the goal, then
went back to their code to refine it based on what they had learned
from the Parsons solution. For example, when reflecting on how
they used the Parsons problem solution in write-code problems, P5
said "T had a general idea of how to solve it, but I was having an error
message, after using (the) Parsons problem, I was able to figure out
where I messed up and I was able to fix my own code." In addition, to
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build a stronger connection between the solution and the written
draft, it was common for students to compare their code with the
Parsons solution side by side. For instance, after understanding
how the Parsons solution worked, P1 compared it with his own
code and explained "for each number if the number (explaining the
Parsons solution) ... oh the one after equals to two (realizing his error)
... so I'll go back to this [backed to change code in the write-code
problem].”

3.3.3  The benefits of using Parsons problems to scaffold write-code
problems (RQ2). To better understand student perceptions of the
benefits and challenges of using Parsons problems to scaffold write-
code problems, we conducted semi-structured interviews with the
11 undergraduate students at the end of the think-aloud sessions.
First, we will present the perceived benefits.

Reduce difficulty and completion time: Six students (55%)
stated that the Parsons problem aided them in lowering the difficulty
of the problem and speeding up the problem-solving process. For
example, P5 told us that "It kind of, because it doesn’t just give you the
answer right off the bat. They gave me like a good start to it. And then
from there, I was able to figure (it) out easily." Parsons problems also
reduced the debugging time. For example, P11 stated, "I just used the
Parsons problems to check a small mistake I did ... And I found that
instead of divide, I should do (another method)." Another student said
Parsons problems are preferable to searching on Google as "there’s
more than one way to solve some coding problems (so it takes time to
find), and it’s a little frustrating, especially when your teachers want
one method."

Learn problem-solving strategies: Most students (91%) found
Parsons problems helpful to gain a clearer understanding of how
to create a correct solution. Some students obtained new strategies,
for example, P4 explained that "It got me to think how the these steps
are like this, like the reasons behind it and why I should do it like this,
it made me think about the process of the steps that I have to take
to solve them.” For those who already had a plan for how to solve
the problem, working on Parsons problems helped them to develop
more effective strategies. Like P2 described, "When I was using a
for loop, and then I saw that the Parsons problem used a while loop. It
helps me realize that would be a better solution to that problem.”

Refine and extend existing programming knowledge: A
Parsons solution contains information about programming lan-
guage syntax and semantics. Most students (91%) mentioned that
they clarified misunderstandings by using Parsons problems. As P3
said, "But once I like, looked up the Parsons thing, I knew right away,
first of all, I got this number wrong. Like I understood why because it
was a simple mistake." In addition, Parsons solutions serve as good
examples to teach new programming language syntax. For instance,
P7 explained how Parsons problem taught him syntax knowledge,
"I don’t remember the Python syntax. So I use a Parsons problem to
view its syntax, then (I) get a better idea of how the code should be
written."

Prompt to think more deeply: When asked about the helpful-
ness of Parsons problems as a scaffolding tool, P4 compared it with
providing an answer directly, and claimed that "I really enjoyed it
(Parsons problem) because the process made me think, it is going to
be useful when I solve a different problem that is similar, rather than
Jjust like giving the answers, it really makes me think.” More students
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(45%) shared something similar when asked about the use of distrac-
tors blocks in Parsons problems. Despite the fact that distractors
made the problem more challenging, they also pushed students
to think and learn more. As P8 stated, "I feel like I don’t want ev-
erything to be easy for me because I want to learn and so I think
this one (the one with distractors) was good." Students also gained
a deeper understanding by distinguishing between the distractors
and correct blocks. Like P11 said, ".. it (the one with distractors) did
help because it showed how a small difference will not work. And I
feel like for other ones (the one without distractors) ... then you don’t
think about like if you did it a different way it wouldn’t work."

3.3.4 The challenges of using Parsons problems to scaffold write-
code problems (RQ2). While there is evidence that Parsons problems
provided a wide range of help to scaffold students’ code writing,
some participants encountered challenges during this process.

Have difficulty solving the Parsons problem: Four students
(36%) faced this challenge during learning. Given that we used the
most common solution to create the Parsons problem, it was pos-
sible that students who had a different approach in mind would
experience a higher cognitive load. For example, P9 skipped one
question and stated, "I was thinking differently on how to approach
it, so it’s just the Parsons problem (solution) didn’t seem reasonable
to me." Three students (27%) also complained about the use of dis-
tractors as they made it easier to get stuck, as P3 explained "I prefer
the ones without the distractors. Because a couple of times I used
the wrong choice, so that wasn’t very helpful. And that kind of led
me astray a little bit. So it’d be easier just to have one option that is
necessary in the solution."

Have difficulty understanding the Parsons solution or
adaptation process: Four students (36%) reported this as a chal-
lenge. As previously mentioned, students might game (intentionally
or unintentionally) the system to achieve the correct solution, so
they did not gain a proper understanding of the solution and thus
felt that they had gained very little from solving the Parsons prob-
lem. For instance, when looking at the Parsons solution she created,
P8 said, "What am I doing? I mean, I kind of understood it but not re-
ally. Because I don’t know what the slash slash (floor division) means."
Sometimes the intra-problem adaptation confused the students,
as they did not understand the intention or what to do after the
adaptation. As P3 explained, "All it did was eliminate an option, it
Jjust felt like a guessing game rather than the actually learning ... And
that didn’t like help me quite understand. I was still stuck in the same
problem that I was beforehand." P6 shared the same feeling, and said,
"I tried to use the "Help Me" button, but it just kind of confused me
more ... it took it (a block) away from my code, but it still said I needed
more like lines of code.”

Help Avoidance: This refers to situations in which students
did not use the help features even when they were struggling.
We encountered two types of help avoidance: avoiding the use of
the Parsons problem and avoiding the use of the intra-problem
adaptation (triggered by clicking the "Help Me" button). Only one
student (P7) clearly expressed his avoidance of Parsons problems
as "(it) isn’t really a hint, it’s like the answer." He would prefer more
high-level guidance on the logic instead of a Parsons problem with
solution blocks. Two students (18%) avoided using the "Help Me"
button due to a desire for independence [58]. As P10 explained, "I
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feel like I'd rather try to figure it out myself first. So I didn’t really
want the answer to be kind of given to me more easily."

4 STUDY 2: BETWEEN-SUBJECTS CLASSROOM
STUDY

After getting evidence that students found Parsons problems help-
ful while solving write-code problems in Study 1, we investigated
the effect on learning in an authentic classroom environment. We
conducted the study at a large public research university in the
northern United States in the winter-spring semester of 2022. All
participants were enrolled in a data-oriented programming course,
which was the second required Python course for the university’s
information science majors. This course covered topics including
Python basic data structures (list, tuple, and dict), object-oriented
programming, debugging, unit testing, web scraping, regular ex-
pressions, HTML, XML, JSON, working with APIs, working with
databases, and Matplotlib.

4.1 Methods

4.1.1 Participants and Procedure. The classroom study was con-
ducted during the 80-minute lecture period in week three of the
class; students who did not attend the lecture were allowed to finish
by the end of the day. Ninety-six students participated in this study.
Students were randomly assigned to one of two conditions: Parsons-
Help condition (PH) and No-Help condition (NH). Similar to Study
1, students in the Parsons-Help (PH) condition received a text-entry
write-code interface with an equivalent two-dimensional adaptive
Parsons problem as scaffolding (Figure 2), while the No-Help (NH)
group only had the write-code interface (Figure 1). Students took
a timed pretest before solving the practice problems and a timed
posttest immediately after the practice, each for 20 minutes. Stu-
dents were instructed to spend 25 minutes solving the five practice
problems. After the study, the data from 15 students was removed
since they had not completed all of the materials or did not follow
the instructions. Our final sample included 81 students (43 students
in the PH condition and 38 students in the NH condition).

4.1.2  Materials. Study 2 used five of the six problems from study
1. The first problem was removed since most students in Study 1
solved it easily without needing the Parsons problem. The course
instructor designed the pretest and isomorphic posttest questions
to measure students’ understanding of related topics. Three types of
questions were included in the pretest and posttest: multiple-choice
questions, Parsons problems, and write-code problems. Each test
had four multiple-choice questions (2.5 points for each, 10 points
in total), one Parsons problem (10 points), and two write-code
problems (10 points for each, 20 points in total). Parsons problems
were scored by the number of lines in the correct location with
the correct indentation. Write-code problems were scored based on
the percentage of unit tests that passed. There were a total of 40
possible points per test.

4.2 Results

The distribution of the pretest score and the pre-posttest learning
gain did not meet the normality assumption, so we conducted a
group of Mann-Whitney U tests to compare the difference between
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the two groups [51]. Given that these were non-parametric tests, we
utilized common-language effect size (CLES) as the effect size, using
a brute-force version of the formula given by Vargha and Delaney
[74]. There was no significant difference between the PH group and
the NH group in pretest performance (Table 2), which suggests the
randomization of our experiment was successful. However, there
was a ceiling effect in the pretest, with both groups scoring highly.
We then compared students’ learning gains by question type, as
seen in Table 3. Results indicated that there was no significant
difference between the two groups in their pre-posttest learning
gain. However, there was no significant learning gain from pretest
to posttest. This experiment was conducted in week three, and
the material was on Python basics. The material appears to have
been too easy for these students based on the high pretest score
medians (Table 2). Study 1 had been conducted on students from the
prerequisite course who had less experience than these students.

We then compared the students’ completion time between the
two conditions. This was the time to complete the five practice
problems. We first tested the relationship between completion time
and pretest, and there was no significant correlation between com-
pletion time and pretest score, r = -0.03, p = 0.773. We then applied
a Mann-Whitney U test to compare the completion time between
the two conditions, as the completion time data was not normally
distributed. Our result found that the 43 participants in the PH con-
dition (Mdn = 19.42 mins) had a significantly shorter completion
time versus the 38 participants in the NH condition (Mdn = 23.94
mins), U = 504.5, p = 0.003, CLES = 0.31. We also examined the
students’ practice outcomes between the two conditions. Practice
outcome was the percentage of unit tests students passed across the
five practice problems (e.g., 0.7 means that the student passed 70%
of the unit tests in the five practice problems). We found that there
was no significant difference in the practice outcomes between con-
ditions, U = 900.0, p = 0.420, CLES = 0.55, even though students in
the PH condition had higher practice outcomes (Mdn = 0.91) than
students in the NH condition (Mdn = 0.80).

Overall, students in the Parsons problem as scaffolding condition
had a 19% reduction in their completion time, from a median value
of 23.94 minutes to 19.42 minutes. Despite spending less time on
practice, students achieved an equal level of pretest (Table 2) to
posttest (Table 4) performance in both conditions. This suggests
that utilizing Parsons problems as scaffolding could help students
achieve equivalent outcomes (posttest scores) in significantly less
practice time. However, the median learning gain from pretest
to posttest was zero for both groups, which may mean that our
experiment materials were too fundamental for these students. The
high median pretest scores also indicate that the students had good
knowledge of the content they were tested on already.

5 DISCUSSION AND DESIGN SUGGESTIONS

In this study, we investigated the use of Parsons problems to scaf-
fold write-code problems. We conducted two studies to evaluate
the effectiveness of our approach. Our think-aloud study (Study
1) demonstrated that Parsons problems helped students solve the
write-code problems, learn new problem-solving strategies, and
refine their programming knowledge. The classroom study (Study
2) indicated that students with Parsons problems as scaffolding used
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Table 2: Pretest in Parsons-Help (PH) group vs. No-Help (NH) group

Category (Max score)

Pretest (Mdn, M (SD) in score)

Mann-Whitney U

PH group (n=43)  NH group (n = 38) U  p-value CLES

Multiple-Choice question (10)  10.0 8.6 (2.06) 7.5 8.09 (2.21) 931.5  0.230 0.57
Parsons problem (10) 100 9.46 (1.4) 100 8.35(2.97) 959.0  0.082  0.59
Write-code problem (20) 18.18  14.03 (7.6) 18.18  15.08 (7.07) 777.5  0.702 0.48

Table 3: Pre-posttest learning gain in Parsons-Help (PH) group vs. No-Help (NH) group

Category Learning gain (min, Mdn, max, M (SD) in score) Mann-Whitney U
PH group (n = 43) NH group (n = 38) U  p-value CLES
Multiple-Choice question -5 0 5 -0.12(2.11) -25 0 5 0.33 (1.66)  741.5 0.391 0.45
Parsons problem -857 0 429 -1.21(3.01) -833 0 857 -0.47(3.84) 811.5 0.959 0.50
Write-code problem 50 0 20 0.72(5.39) -100 0 10 -0.76 (3.91) 8285 0.914 0.51

significantly less time to complete practice problems compared to
those who did not. However, there were no significant learning
gains from pretest to posttest in either condition, which might indi-
cate that our experiment materials were too simple for participants
in Study 2. The high median pretest scores provide evidence that
these students already had a good grasp of the tested concepts. We
will discuss our results for RQ1 and RQ2 in this section, and RQ3
in the next section.

5.1 RQ1: Help-seeking behaviors in writing
code

We answered the "when" and "why" parts in RQ1 by revealing three
representative scenarios in Study 1, where students used Parsons
problems to scaffold their code writing. In general, those scenarios
are consistent with the help-seeking strategies identified in the lit-
erature in non-programming domains [2], such as using help when
students do not know how to begin and when debugging. Our find-
ings also surfaced specific help-seeking behaviors for write-code
problems. For example, our study revealed an important scenario
where students asked for help when they had a solution in mind
but had difficulty translating it into code [44]. In this case, Par-
sons problems helped students translate the algorithm from plain
English to code.

When it comes to the "how" part of RQ1, we found that students
interacted with the Parsons problems in four different ways. First,
in "Scan Parsons Problem" and "Attempt Parsons Problem", students
referred to Parsons problems to correct syntax errors, consistent
with the Glossary mechanism in ITS [2]. This helps students quickly
get information about syntax and apply it to the write-code problem.
Second, in "Solve and replace their code", Parsons problems were
used as a differentiated instruction tool [26] so that beginners with
less prior knowledge were not overwhelmed by the open-ended
write-code problem. In addition, in "Solve and modify their code",
students finished solving the Parsons problem first and used it as a
worked example to facilitate further understanding [66].

However, as mentioned in the challenge part, we observed some
"Help Avoidance" in Study 1. A small group of students avoided

utilizing the "Help Me" function or even the Parsons problem when
they were stuck, which has previously been seen in other program-
ming scaffolding research [46, 82]. To address this problem, we plan
to use prompts to encourage students to seek help once the system
detects many failed attempts. In addition, we also noticed gaming
behaviors when students were completing the Parsons problems,
where they tried to get the problems right without paying active
attention. Previous research suggested two possible reasons for
such behaviors when students interacted with intelligent tutor-
ing systems: (1) the primary goal of the students is to perform
rather than learn, and (2) a lack of ability and actively avoiding
challenges [5]. Future work should further investigate the underly-
ing reasons of gaming behaviors, and help students to avoid them,
such as increasing students’ self-efficacy through the right level of
scaffolding.

5.2 RQ2: Opportunities for personalized
Parsons problems to scaffold writing code

Semi-structured interviews in Study 1 revealed various benefits
of utilizing Parsons problems as scaffolding for students’ perfor-
mance and learning, as well as challenges of using Parsons problems
as scaffolding in our current design (RQ2). One significant differ-
ence between Parsons problems and writing code from scratch is
that Parsons problems constrain the problem space [71]. Parsons
problems break down a complex write-code problem into more
manageable tasks [24], which is one possible explanation for the
benefit of reducing difficulty and completion time. Based on the
challenges and benefits we discovered in our studies, we propose
three design ideas to improve the future practice of using Parsons
problems as scaffolding.

5.2.1 Personalize the Parsons problem based on the student’s solu-
tion. The first design idea is inspired by the challenge that students
had difficulty solving the Parsons problems and that students ben-
efited from learning problem-solving strategies. In our study, we
utilized the most common solution from student-written code to
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Table 4: Posttest in Parsons-Help (PH) group vs. No-Help (NH) group

Posttest (Mdn, M (SD) in score)
PH group (n =43) NH group (n = 38)

Category (Max score)

Multiple-Choice question (10) 10.0  8.49 (2.06) 10  8.42(2.06)
Parsons problem (10) 10.0  8.25(1.4) 100  7.88(1.4)
Write-code problem (20) 17.5 14.75 (7.6) 16.25 14.32(7.6)

generate the Parsons problems, which could differ from the solu-
tion path the current student was following. Under this circum-
stance, some students were able to distinguish and examine both
approaches and learn more problem-solving strategies. This is con-
sistent with a previous study [54] that found having students view
distinct code in parallel helped them achieve better learning of
procedural knowledge and develop higher flexibility in problem-
solving. Nevertheless, this may create a higher cognitive load for
other students and become a challenge. For example, some students
failed to solve the Parsons problem or did not find it helpful, as the
Parsons problem used a different strategy than their approach. This
suggests that personalized Parsons problems (e.g., ones that are
closest to the student’s current problem-solving strategy) or person-
alized feedback (e.g., explanations of the connections between the
Parsons blocks and the student code) are needed to better support
students and further decrease the unnecessary cognitive load.

5.2.2  Provide additional support on Parsons solution comprehen-
sion. The second design idea is motivated by the challenge that
students had difficulty understanding the Parsons solution or the
adaptation process and the benefit that some students used Parsons
problems to refine and extend their prior knowledge. For example,
some students self-explained while solving the Parsons problem or
reflected on the difference between the Parsons problem solution
and their own incorrect solution. These students are more likely
to identify inadequacies in their prior knowledge, correct misinter-
pretation, and demonstrate conceptual change and learning from
Parsons problems [44]. Nevertheless, other students found it chal-
lenging to understand the Parsons solution due to a lack of prior
knowledge [14]. This result implies that we could provide further
support for beginners to comprehend the Parsons problem solution
and reflect on the solution. This suggestion is consistent with pre-
vious research, which discovered that instructional explanations
can be beneficial under certain conditions because they effectively
support knowledge-construction activities [60]. Our participants
also provided similar recommendations, as P8 suggested, "I wish
there was like an explanation about what’s like [pointed to one block
in Parsons solution]." In addition, recall that the intra-problem adap-
tation confused some students as it removed or combined blocks
without any explanation. Therefore, adding more explanation could
increase the effectiveness of the current adaptation process.

5.2.3 Dynamically adjust the difficulty of the Parsons problem. The
third design idea is to augment the benefit of Parsons scaffolding in
prompting students to think more deeply and address the challenge
that students might have difficulty solving the Parsons problems
we provide. Our findings revealed that some students valued the
opportunity to think more deeply by solving the Parsons problems,

which is consistent with previous results on the desirable difficulty
introduced by adaptive Parsons problems [22]. Instead of receiving
a passive "bottom-out" hint, solving Parsons problems and recog-
nizing common mistakes from paired distractors could improve
students’ ability to identify errors. On the other hand, some stu-
dents became more perplexed specifically because of the distractors
and had difficulty solving the Parsons problems.

Inspired by the conflicting opinions on distractors and require-
ments of high-level guidance, we need to increase the adaptivity
of Parsons problems to provide more personalized and targeted
scaffolding when novices are writing code. In other words, Parsons
problems can be constructed dynamically depending on the stu-
dent’s problem-solving status when seeking assistance. Specifically,
for those who already have an idea of what to do, skeleton-style
Parsons problems can be provided, such as those that only con-
tain subgoal labels [24]. In this way, students may compare their
thought processes with the Parsons problem skeleton to decide on
next-step goals. For students with less experience, we could remove
distractors or combine some blocks in advance to provide a simpler
Parsons problem. Testing adaptive Parsons problems at different
difficulty levels provides further research opportunities to address
the "assistance dilemma" in determining the appropriate amount of
support for novice programmers [39].

6 LIMITATIONS AND FUTURE WORK

For RQ3, although we found in Study 2 that students who received
Parsons problems as scaffolding saved significant practice time, we
did not observe a significant difference in learning between the two
conditions. One potential reason is that, despite the fact that Study
1 and Study 2 used identical learning materials, students in Study 2
were recruited from a more advanced Python course (usually the
second Python course an information science major would take)
compared to Study 1. Students were expected to have more prior
programming knowledge. There might be a ceiling effect where
students were already competent in the topics we covered. Another
limitation of this work is that we performed the studies at only one
public university in the United States. We might see different help-
seeking scenarios and scaffolding effects with other demographic
groups and contexts such as MOOCs. Future work needs to explore
diverse demographic groups, additional topics, and programming
languages.

Our goal is to employ Parsons problems as a scalable and effective
scaffolding tool for write-code problems for students with different
levels of ability and/or knowledge. We are excited to pursue future
work based on the design suggestions mentioned above. First, more
research is needed to fully understand the effects of using Parsons
problems as scaffolding for write-code problems for diverse student
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groups, contexts, topics, and programming languages. Second, we
plan to provide personalized scaffolding by generating a Parsons
problem that is closest to the student’s incorrect solution. Third,
we plan to collect log data that records how students write code
and seek help on the platform to better understand their behavior.

7 CONCLUSION

In this work, we presented two studies on using Parsons problems
to scaffold write-code problems. Study 1 identified three representa-
tive scenarios, four use cases, and reported student perceptions on
the benefits and challenges of using Parsons problems as scaffolding.
Our findings showed that this approach can help students refine
and extend existing knowledge, reduce the difficulty of the prob-
lem, reduce the problem completion time, learn problem-solving
strategies, and reflect on their code writing process. In Study 2, we
found that using Parsons problems to scaffold write-code problems
could significantly save students’ practice time. Moving forward,
we plan to improve our design and increase the adaptivity of the
scaffolding to enhance student learning.
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